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- **Overfitting** occurs when the system finds regularities in the training set that are not in the test set.
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- Prefer simpler models. How do we trade off simplicity and fit to data?
- Test it on some hold-out data.
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- Simplest case, no inputs: find \( p \) to minimize:

\[
\sum_i (p - d_i)^2 + \lambda (p - m)^2
\]

This is ambiguous! Why?

- Does it mean:

\[
0 \left( \sum_i (p - d_i)^2 \right) + \lambda (p - m)^2
\]

\[
1 \sum_i \left( (p - d_i)^2 + \lambda (p - m)^2 \right)
\]

- Does it matter?
Minimize:
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Is at a minimum when:

\[
p = m + \lambda \sum_i d_i
\]

This is equivalent to a pseudocount with \(\lambda\) extra examples, each with value \(m\).
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Minimize:

\[ \sum_i \left( (p - d_i)^2 + \lambda (p - m)^2 \right) \]

- Is at a minimum when:

\[
p = \frac{\lambda}{1 + \lambda} m + \frac{1}{1 + \lambda} \frac{\sum_i d_i}{n}
\]

- This is equivalent to probabilistic mixture of \( m \) and the average of the data.
Gradient descent:
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Gradient descent:

procedure Learn0(D, m, η, λ)
    \( p \leftarrow m \)
    repeat
        for each \( d_i \in D \) do
            \( p \leftarrow p - \eta \times (p - d_i) \)
        \( p \leftarrow p - \eta \times \lambda \times (p - m) \)
    until termination
    return \( p \)
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**procedure** $\text{Learn0}(D, m, \eta, \lambda)$

$p \leftarrow m$

repeat

for each $d_i \in D$ do
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**procedure** $\text{Learn1}(D, m, \eta, \lambda)$

$p \leftarrow m$

repeat

for each $d_i \in D$ do

$p \leftarrow p - \eta \times (p - d_i)$

$p \leftarrow p - \eta \times \lambda \times (p - m)$

until termination

return $p$
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Idea: split the training set into:
- new training set
- validation set

Use the new training set to train on. Use the model that works best on the validation set.

- To evaluate your algorithm, the test should not be used for training or validation.
- Many variants: k-fold cross validation, leave-one-out cross validation, etc.